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Problem 1. Compute the integral

∫ sin
(√

x
)

√
x

dx.

Space for your solution:

Problem 2. Compute the integral ∫
cos
(√

x
)

dx.

Space for your solution:
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Problem 3. Find the ∫
2x3 − 5x2 + 7

x2 − 4x+ 4
dx.

Space for your solution:
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Problem 4. Consider the function f(x) = sin(x).

(1). Find the formula for (
d

dx

)i

f(x)

with arbitrary x for i = 0, 1, 2, 3, 4, 5.

Space for your solution:

(2). Which point (or points) from the domain of the function f would be a good choice
for the center of a Taylor polynomial for f , and why?

Space for your solution:
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(3). Explicate the Taylor polynomial approximation

f(x) =
n∑

i=0

1

i !
·

( d

d t

)i

t=x0

f(t)

 · (x− x0)
i +

1

n !

∫ x

t=x0

((
d

d t

)n+1

f(t)

)
· (x− t)n d t

for f(x) = sin(x), n = 5, and x0 selected in the previous sub-problem. The final answer
must contain neither the symbols of differentiation, nor the sigma notation.

Space for your solution:

(4). Explicate the Taylor polynomial approximation

f(x) =
n∑

i=0

1

i !
·

( d

d t

)i

t=x0

f(t)

 · (x− x0)
i +

1

n !

∫ x

t=x0

((
d

d t

)n+1

f(t)

)
· (x− t)n d t

for f(x) = sin(x) and arbitrary n at the x0 selected previously. The final answer must con-
tain the sigma notation, but may have the differentiation symbol only in the error term.

Space for your solution:
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(5). Explicate the Taylor polynomial approximation

f(x) =
n∑

i=0

1

i !
·

( d

d t

)i

t=x0

f(t)

 · (x− x0)
i +

1

n !

∫ x

t=x0

((
d

d t

)n+1

f(t)

)
· (x− t)n d t

for f(x) = sin(x) and n = 1000 at the x0 selected previously. The final answer must contain
the sigma notation, but may have the differentiation symbol only in the error term.

Space for your solution:

(6). For the degree n Taylor polynomial approximation of sin(x), find a computable esti-
mate of the error that has the limit 0 as n → +∞.

Space for your solution:
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(7). Estimate sin(1) with guaranteed precision ε = 0.01.

Space for your solution:
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